MR Safe Robot Assisted Needle Access of the Brain: Preclinical Study
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We report the results of preclinical experiments for direct MRI-guided needle interventions in the brain. An MR Safe robot was incorporated into an intraoperative MRI system. Deep regions of the brain simulated in a cranial mockup were targeted with a needle under robotic assistance. The 3D accuracy of in-scanner targeting at an average depth of 95mm was 1.55mm, with no manual corrections.
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1. Introduction

Needle interventions are critical for neurosurgical procedures such as biopsy of intracranial lesions, deep brain stimulation (DBS), ventriculoperitoneal shunting (VP), and laser ablation of the hippocampus, among other procedures. These require accurate and precise targeting of surgical tools in deep regions of the brain.

3D imaging modalities such as computed tomography (CT) and magnetic resonance imaging (MRI) have been incorporated into neurosurgical procedures for image guidance. Image guidance has enabled less invasive surgical corridors and improved localization. Traditional neurosurgical procedures have been dependent on preoperative images. However, the brain matter can shift after the dura is opened and the deformation of brain tissue can cause undetected errors. The use of intraoperative imaging enables the images to be updated at critical points of the operation. Several systems have been developed to assist the surgeon such as the Neuromate [1] and the Minerva [2] robots which use CT guidance. However, CT imaging exposes the patient to radiation and provides substantially inferior soft tissue visualization than MRI.

Robotic systems for MR guidance have also been developed. Masamune et al. reported an MRI compatible needle insertion manipulator for stereotactic neurosurgery in a 0.5T scanner [3]. Comber et al. reported the initial developments of an MR compatible pneumatic driven cannula robot. Davies et al. developed the Neurobot [5]. Perhaps the most advanced MR compatible robot thus far is the Neuroarm [6], a highly dexterous robot for surgery.

Imaging directly during the operation remains difficult due to the limited access within the MRI scanner. Commonly, the use of intraoperative MRI requires the movement of the patient in and out of the scanner. The alternative approach is to operate directly within the scanner, under direct MRI guidance. The direct approach, however, requires specialized devices to assist the surgeon. Robotic devices for direct MRI guidance should be small, accurate, safe to operate in the MRI, and should not substantially deteriorate the quality of the images, which collectively represent a challenging engineering task. According to ASTM F2503-13, devices are classified as MR Unsafe, Conditional, and Safe. The MR Safe robots pose no known hazards resulting from exposure to any MR environment, and cause virtually no interference with the imaging. Their structure is made of non-metallic materials and are electricity free [7].

For minimally invasive brain procedures the motion of instruments is restricted through the entry point, requiring robotic devices with Remote Center of Motion (RCM) kinematics [8-10], which places further constraints on the robot design. A recent RCM type robot for direct MR guidance in the brain was reported by Hao Su et al. [11]. The robot is actuated by piezoelectric motors and is MR Conditional. Special control electronics enabled the Signal to Noise Ratio (SNR) loss caused by the device to be reduced to only 13%.

We have previously developed special MR Safe motors based on pneumatic power and optical sensing [12], and several MR Safe robots for urology applications [13-16]. We have also recently reported the development of an RCM type MR-Safe robot and its comprehensive image and accuracy testing [17]. This is a general needle guidance robot that could be applied in many MRI applications. In this study, we report its application to neurosurgery in conjunction with an iMRIS (Minnetonka, MN) intraoperative MR scanner.
Currently, no accurate means of direct MRI guidance and operation within the scanner have been applied clinically. A robot to guide such operations would allow surgeons to formulate surgical plans based on most recent images, utilize continuous imaging for immediate feedback, and maintain the operative rhythm by eliminating the common in-out moves of the scanner, operating within the scanner under direct imaging. Since the iMRIS is based on a moveable magnet instead of the classic movable table configuration, it facilitates anesthesiology and surgical setup. Moreover, due to its relatively short bore, it could enable manual access within the scanner to manipulate the needle under robotic assistance, as needed for the proposed novel direct MRI approach.

2. The Robotic System

The robot used in this study is a recently developed pneumatically actuated robot made entirely of non-metallic materials (electricity free). Its kinematics, design, construction, and a comprehensive set of tests were reported in [17]. In summary, MR compatibility tests (ASTM F2503) demonstrated that it is MR Safe to operate in any MR environment: electromagnetic compatibility tests (EMC, IEC 60601-1-2) showed no conduction or radiation of EM emissions; image tests in a Siemens Magnetom Aera scanner showed less than 1% change in SNR and virtually no image deterioration and artifacts due to the presence and motion of the robot during MR image acquisition; and a needle targeting accuracy of 1.9mm at a depth of 100mm. Here, we present the robot configuration, image registration, and navigation for the neurosurgery application.

The robot presents three degrees of freedom (DoF), 2 DoF used for a parallelogram RCM mechanism to orient a needle-guide and 1 DoF for presetting the depth of needle insertion. The insertion is performed manually through the needle-guide up to the preset depth. For the neurosurgical application in the iMRIS intraoperative scanner, a special needle-guide and needle depth offset component were made for 18G needles. In the previous application [17] the robot was attached to the MR table. For the brain application a new support arm was built to mount the robot directly on the Mayfield head holder (3-point skull fixation device) of the iMRIS scanner. The new support arm comprises 3 degrees of adjustment (DoA) and attaches to the head holder with a Hirth coupling. When unlocked, the arm allows the RCM point to be manually located as needed about the skull. The location is then locked with 3 knobs. The support arm is made of polycarbonate, ultem, polysulfone, and garolite materials.

The system is schematically represented in Figure 1. This shows the robot, support arm, and the control components located within and outside the MR room (ACR ZONE IV inside the room with the magnet and ACR ZONE III in the control room).

The robot includes a set of registration markers placed on the RCM structure. A set of MRI coils is placed on the lateral sides of the skull and robot. Images of the markers and brain are acquired simultaneously and transferred over the network in DICOM format to the Image Navigation computer (a Windows 10 PC). Software was developed for image processing and 3D reconstruction, the registration of the robot to the image space, surgical planning, and robot control, needle segmentation, and all other components. The software was written in Visual C++ (Microsoft Corp.) with open source libraries VTK, ITK (Kitware, Albany, NY). In addition to the original software [17], components were developed to improve needle localization in the images with a needle marker.

After initial scanning of the anatomy, target points are selected in the image. The relationship between the image coordinate and the robot coordinate is determined by the registration module. Image coordinates can then be transformed to robot space, further converted to the joint space of the robot through the inverse kinematics, and passed to the motion controller to drive the robot. The robot orients the needle-guide towards the target point. Similarly, the needle depth driver sets the depth of needle insertion that corresponds to the selected target, by positioning an O-ring marker on the needle shaft at the corresponding depth. The surgeon then takes the needle from the driver, and inserts it through the guide up to the marked depth, which should correspond to the needle point being centered on the selected target.

3. Image-to-Robot Registration and Targeting

Image-to-robot registration is an essential procedure for image-guided medical robots. It transforms target points selected in the image space to the robot space. The registration marker comprises four independent linear markers rigidly attached to the top link of the parallelogram RCM structure. The markers are made of glass tubes and filled with Radiance® MRI liquid (Beekley, Bristol, CT). The glass tubes are 6mm outside diameter, 4mm inside diameter, and their lengths are 75mm, 75mm, 45mm, and 28mm. Three of these are arranged in a Z shape (Figure 2) and are used to calculate the actual registration, while the fourth one is placed laterally to facilitate the visual orientation of the Z in the images. The sides of the Z marker
The Z shape of the markers is similar to that of Brown-Roberts-Wells stereotactic frames [18]. However, we only use one single Z structure and image-to-model registration over multiple image slices. The BRW frame is typically used with its special type of registration calculated on a single slice.

The first step of the registration is to segment the three linear markers in the images. A volume image is first reconstructed from the image series. For each line marker, a seed point corresponding to a region of the marker is then selected in the resliced images of the volume. The line marker region is segmented using a region growing algorithm. Finally, surface models of the markers are generated by applying a marching cube algorithm [19]. Figure 2 shows the surface models of the three segmented markers. Then, the centerlines of the markers are computed by applying a principal component analysis (PCA) and computing a centroid of the vertices, as shown in the figure. The three lines are \( l_i(p_i, n_i), i = 1, 2, 3 \), where \( p_i \) is a point on the line and \( n_i \) is its direction vector.

A coordinate system \( (\Sigma_M) \) is associated with the Z marker, located at the “center” of the \( Z \) structure, in the plane of the parallel markers (1 and 2). Since from the images the markers are not perfectly parallel, the plane \( P(\tilde{p}_0, \tilde{n}_0) \) is estimated using both directions, as

\[
\tilde{p}_0 = \frac{1}{2}(\tilde{p}_1 + \tilde{p}_2) \\
\tilde{n}_0 = \frac{1}{\|\tilde{n}_1 - \tilde{n}_2\|} (\tilde{n}_1 - \tilde{n}_2) \\
\tilde{n}_i = \tilde{n}_i - (\tilde{n}_0 \cdot \tilde{n}_i) \tilde{n}_0, i = 1, 2, 3
\]

where \( \tilde{p}_0 \) is a point on the plane and \( \tilde{n}_0 \) is a normal vector of the plane. All three lines are then projected onto the plane,

\[
l'_i = \pi_i - (\tilde{n}_0 \cdot (\pi_i - \tilde{p}_0)) \tilde{n}_0, i = 1, 2, 3 \\
\tilde{n}_i = \tilde{n}_i - (\tilde{n}_0 \cdot \tilde{n}_i) \tilde{n}_0, i = 1, 2, 3
\]

Then, the intersection points \( s_1 \) between \( l'_1 \) and \( l'_3 \) and \( s_2 \) between \( l'_2 \) and \( l'_3 \) are:

\[
s_1 = l'_1 \cap l'_3, \quad s_2 = l'_2 \cap l'_3
\]

![Figure 2: Marker segmentation and marker coordinate system](image)

![Figure 3: Schematic diagram of the image-to-robot registration](image)

The center of the coordinate system is located centrally between \( s_1 \) and \( s_2 \), with the y direction normal to the \( P \) plane, and \( z \) direction aligned with the lateral markers, as shown in Figure 2. The corresponding transformation from the image space \( \Sigma_I \) to the marker space \( \Sigma_M \) is:

\[
T_{IM} = \begin{bmatrix}
\tilde{x} \\
\tilde{y} \\
\tilde{z} \\
1
\end{bmatrix} = \begin{bmatrix}
x \\
y \\
z \\
1
\end{bmatrix} \\
\tilde{x} = \tilde{y} \times \tilde{z} \\
\tilde{y} = \tilde{n'}_3 \times \tilde{z} \\
\tilde{z} = \frac{1}{\|\tilde{n}_1 + \tilde{n}_2\|} (\tilde{n'}_1 + \tilde{n'}_2)
\]

where:

\[
\tilde{x} = \frac{1}{\|\tilde{n}_1 + \tilde{n}_2\|} (\tilde{n'}_1 + \tilde{n'}_2)
\]

The center of the coordinate system is chosen at the RCM point of the RCM mechanism of the robot (Figure 3a), when the robot is at the position it was when the markers were imaged. In this position its location relative to the marker \( \Sigma_M \) is known from design, and the corresponding space transformation is \( T_{RM} \).

Therefore, the robot to image registration is:

\[
T_{RI} = T_{RM} T_{IM}^{-1}
\]

Figure 3 shows a schematic diagram of the image-to-robot registration. The transformation \( T_{RI} \) allows the transformation of any image target point \( p \), to the robot space point:

\[
p' = T_{RI} p
\]

Finally, the corresponding robot joint coordinates are calculated by solving the inverse kinematics of the robot, calculated based on the robot link parameters from the design.
4. Direct MRI-Guided Targeting Tests

A series of tests were performed to test the accuracy of needle targeting. A mockup was designed to simulate the neurosurgical environment of procedures that require deep needle access such as biopsies, DBS (to tentorium cerebelli), and laser ablation of seizure foci. To these regions the depth of needle insertion from a frontal entry was estimated at approximately 100 mm.

A skull model (Functional Physiological Skeleton Model) was acquired. Computer Aided Design (CAD) software (Creo, PTC Inc.) was used to design a grid of 12 targets within the skull. This is a grid of rectangular bars that form several 10x10mm spaces, as shown in Figure 4. The grid was 3D printed (PLA, Makerbot Inc) and assembled in the designated position of the skull model. An appropriately located frontal entry point was selected and drilled in the skull. Then, the mockup was filled with gelatin, to simulate brain tissue. The gelatin was made of a 300 bloom gelatin powder (FX Warehouse Inc., Florida) in solution with sorbitol, glycerin, and water (3/3/2/25 parts by mass, respectively).

The centers of the gaps in the grid were considered as targets. Unlike using rigid targets, the hollow targets allowed the needle to be inserted all the way to the center, to better simulate the real scenario and facilitate accuracy measurements.

A ceramic 1.61mm diameter (slightly larger than 18Ga) needle with a symmetric point was built for the experiments, to eliminate possible artifact from the image and facilitate imaging the needle for targeting accuracy measurements. A hollow ball made of plastic (ID:4.0 mm) was filled with Beekley MR contrast and precisely assembled at the top of the needle (Figure 6). The needle length to the ball center is 200 mm. This was subsequently used to measure the depth of needle insertion from the images.

The experiment was performed as follows:
1. The skull mockup was mounted on the head holder of the iMRIS table, and the robot was mounted and positioned so that the RCM point was at the skull entry hole.
2. An initial position of the robot was set and MR imaging coils were placed near the skull and robot.

5. MR images of the mockup and robot were acquired (T1/3D/1.5 Tesla, Number of images: 144, Field of view: 230.0×230.0×214.5mm, Image spacing: 0.898×0.898×1.50mm) and transferred to the registration computer via USB memory stick.
6. The robot was registered to the image space as described in Section 3.
7. Twelve target points of the grid were chosen for targeting based on the 3D reconstructed grid image (Figure 5).
8. Sequentially, the robot oriented the needle-guide and set the depth of needle insertion for each target.
9. The needle was inserted through the guide up to the marked depth. The insertion was performed manually by reaching within the scanner, without moving the gantry. The needle was spun by its shaft while inserting, to minimize the friction and reduce possible lateral deflections [20]).
8. An image scan was performed after each insertion with the needle in the final position to verify targeting. The position of the needle was not in any way adjusted.

9. Steps 6 to 8 were repeated for each of the 12 targets. The acquired images were processed after the procedure, as follows:
   1. Reconstruct the series of MR images and build a volume image for each target.
   2. Segment the needle and the needle marker from the reconstructed volume image, and compute the axis of the needle by applying principal component analysis and computing a centroid, in a similar manner to the marker registration.
   3. Segment the ball marker at the needle top and find its centroid.
   4. Register a 3D CAD model of the needle to the segmented needle by aligning the axes setting the depth based on the ball end marker.
   5. Compute the target depth $D$ as a distance between the RCM point of the robot and the target point in the direction of the CAD model needle axis.
   6. Compute 2-dimensional (2D) targeting errors $d_2$ as the shortest distance between the target point and the CAD model needle axis.
   7. Compute 3D errors $d_3$ as the shortest distance between the target point and the CAD model needle point.
   8. Calculate targeting accuracy and precision as the average and standard deviation of the errors over all targets.

### Table 1: Partial and total times for the experiment

<table>
<thead>
<tr>
<th>Test Step</th>
<th>Time [min]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robot and Mockup Mounting</td>
<td>5</td>
</tr>
<tr>
<td>Robot cable connection and Robot homing</td>
<td>6</td>
</tr>
<tr>
<td>Robot Positioning with RCM at the entry point</td>
<td>5</td>
</tr>
<tr>
<td>MR Coil Installation</td>
<td>3</td>
</tr>
<tr>
<td>MRI Scan for Registration</td>
<td>3</td>
</tr>
<tr>
<td>Image-Robot Registration</td>
<td>3</td>
</tr>
<tr>
<td><strong>Total for Preparation, Registration</strong></td>
<td><strong>25</strong></td>
</tr>
</tbody>
</table>

For each target:

- **Target Selection**: 1
- Robot orientation of needle-guide and setting the depth of needle: 0.5
- Manual needle insertion: 1.5
- MRI scan for targeting error measurement: 3

| **Total for 12 Targets** | 72 |
| **Total** | 97 |

### Table 2: Direct MRI-Guided targeting errors

<table>
<thead>
<tr>
<th>Target Number</th>
<th>Depth $(D)$ [mm]</th>
<th>2D Error $(d_2)$ [mm]</th>
<th>3D Error $(d_3)$ [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>95.33</td>
<td>0.68</td>
<td>1.78</td>
</tr>
<tr>
<td>2</td>
<td>93.02</td>
<td>1.09</td>
<td>2.12</td>
</tr>
<tr>
<td>3</td>
<td>93.71</td>
<td>1.66</td>
<td>1.97</td>
</tr>
<tr>
<td>4</td>
<td>91.34</td>
<td>2.12</td>
<td>2.68</td>
</tr>
<tr>
<td>5</td>
<td>90.43</td>
<td>2.72</td>
<td>2.86</td>
</tr>
<tr>
<td>6</td>
<td>92.13</td>
<td>1.55</td>
<td>1.90</td>
</tr>
<tr>
<td>7</td>
<td>98.93</td>
<td>0.63</td>
<td>0.98</td>
</tr>
<tr>
<td>8</td>
<td>97.31</td>
<td>0.57</td>
<td>0.58</td>
</tr>
<tr>
<td>9</td>
<td>98.41</td>
<td>0.44</td>
<td>0.45</td>
</tr>
<tr>
<td>10</td>
<td>96.14</td>
<td>0.87</td>
<td>1.05</td>
</tr>
<tr>
<td>11</td>
<td>101.76</td>
<td>0.37</td>
<td>0.37</td>
</tr>
<tr>
<td>12</td>
<td>95.31</td>
<td>1.77</td>
<td>1.84</td>
</tr>
</tbody>
</table>

| Max | 101.76 | 2.72 | 2.86 |
| Average (Accuracy) | 95.32 | 1.21 | 1.55 |
| StDev (Precision) | 3.39 | 0.75 | 0.81 |

| Accuracy $A(d)$ | 0.91 + 0.0031 · $d$ | 1.25 + 0.0031 · $d$ |
| Accuracy $A(10)$ | 1.15 | 1.49 |

Figure 7b shows the 12 target points on the grid, and a targeting example for target number 6, with the segmented needle, its axis, a segmented ball marker of the needle, and the registered CAD model of the needle.

The results of all targeting experiments and the overall accuracy and precision result are listed in Table 2. Based on the results at the average target depth of 95mm and the intrinsic robot errors $(A(d) \approx A(0) + \epsilon_a \cdot d$, $\epsilon_a = 0.0031 [17]$) the accuracy $A(d)$ of needle targeting at a depth $d$ is also shown in the table.

The experiment took 1.5 hours (Table 1), and no problems with robot functionality or image interference were observed.
6. Discussion and Conclusions

A feasibility study of in-scanner deep brain needle access under direct MRI guidance was performed. A recently reported MR Safe robot [17] was adapted for the procedure and used in the experiments. The previous report proved the MR compatibility of the robot and showed outstanding targeting accuracy in a Siemens scanner.

In the current experiments, among 12 targeting results, #5 showed the maximum error 2.72mm in 2D, 2.86 mm in 3D and #11 showed the minimum error 0.37 mm in 2D, 0.37 mm in 3D. The overall accuracy and precision at the mean target depth were 1.55mm and 0.81mm respectively, in 3D. 2D targeting results were slightly lower, showing that the O-ring depth setting is an effective way of setting the depth of needle insertion.

Based on the previous study, the 3D accuracy of targeting in the Siemens scanner calculated at the average depth (95.32mm) of the current targets is 1.88mm. The current value is slightly lower at 1.55mm, showing no compatibility problems with the iMRIS intraoperative scanner. The targeting error component related to imaging (3D) in the iMRIS was 1.25mm (Table 2), whereas in the Siemens Magnetom Aera was 1.59mm, similar values. Direct image quality comparison between the two scanners was not available.

We would like to point out the utility of the ball marker mounted at the end of the needle, which we have not used or seen used before. This has been very helpful to determine the depth of needle insertion (Figure 7a). The needle shaft is typically well visible within the images, but its point is difficult to identify precisely, especially for thin needles. Instead, the marker at the other end, which is filled with contrast, is easy to locate, therefore allowing the needle tip to be more accurately located by using an offset (L) along the needle axis. This may also explain the better accuracy results obtained in this study.

The overall targeting errors that we have measured at the needle point comprise multiple components, related to imaging, registration, manipulator errors, and needle insertion errors. Needle deflection errors are typically significant at deep targets. Still, robotic assistance enabled the needle point to be placed within 1.55mm of the point selected in the image. While in a phantom model, if it can be replicated in the clinical setting, this accuracy should be appropriate for most brain interventions. The simulated targets were placed very deep in the skull, so targeting at shallower depths will provide even better accuracy.

Other studies evaluating accuracy of stereotactic procedures for placement of intracranial instruments reported accuracies that are inferior to the accuracy obtained in our study [21-30]. The accuracy is increased by direct MR imaging as compared to pre-operative imaging [22, 31].

In our experiments, the guidance was performed fully robotically, and image-guided, without any trajectory correction. Similar MR robotic works in the field showed that corrections were needed to improve targeting [32]. Our mockup experiments show that accurate image guidance is possible from the first insertion, without the need for trial and error corrections.

Our needle insertion through the needle-guide was performed manually. In the experiments, we verified that with the iMRIS scanner it is possible to manually reach within the bore to insert the needle. Reaching the needle was not difficult, and it was possible to manipulate the needle softly, without disturbing the needle and the accuracy of targeting. Making a robot that fully positions the needle without the need for manual needle handling can be pursued in the future. However, in this first stage of development we opted to keep the surgeon in direct control of the needle.

The experiment shows the feasibility of accurately guiding slender instruments under direct MRI-guidance, all within the scanner. Without the robot, needle guidance and insertion at the scanner isocenter is difficult making direct visualization of the procedure impractical. Operations normally involve numerous in-out of the scanner moves between needle manipulation and subsequent imaging. With the robot and within a relatively short bore scanner, such as the iMRIS, it is now possible to perform procedures under direct image-guidance. The robot handles the guide and the physician inserts the needle while observing real-time images. Direct image feedback may prove useful for brain operations.

Time wise, as shown in Table 1, several robot preparatory steps can be performed concurrently with patient preparation, so these should not substantially contribute to the operative time. Then, actual targeting steps were fast, possibly helping to reduce overall operative time.

Based on the reported preclinical experiment the robot is sufficiently accurate for clinical applications. The size of the smallest clinically relevant target for implantation of a DBS electrode is the sub thalamic nucleus. Measurements of the subthalamic nucleus vary among studies and range from 20-105mm² as measured in MRI [33-35]. The corresponding radius range of spherical targets of these volumes is 1.68-2.92mm. The targets are very small, demanding high targeting accuracy. If placement is not accurate, the patients may present with speech and voice disorders, depression, and even in eye movement abnormalities. The 1.55mm reported accuracy is sufficient to target even the smallest 1.68mm radius target. Moreover, the shape to be targeted is not typically spherical. Richter et al, determined the anteroposterior length to be of 5.6 mm (3.4-9.7mm), the mediolateral length ranged from 2.5-5.3mm, and the average dorsoventral measurement was 5mm [33]. Therefore, the reported 1.55mm accuracy meets clinical requirements.

The depth of ~95mm of needle targeting in our experiments is also covering for the clinical case. DBS of the subthalamic nucleus is one of the deepest locations for placement of a DBS electrode. In a study [36], the distance from the entry point to the target measured in 10 patients undergoing DBS was found to be 76mm ± 8mm. Near 76mm depth, targeting accuracy is
1.49mm (Table 2), which is lower than the smallest clinically relevant target of 1.68mm.

If replicated clinically, the outstanding targeting accuracy with robot assistance could be an enabling technology for procedures such as deep-brain stimulation, laser ablation of epileptogenic foci and neoplasms, and other stereotactic procedures. By incorporating intraoperative MR imaging to the robotic system, we bypass the possibility of shift in intracranial structures after the dural opening. This avoids the risk of missing the targeted intracranial structure when using neuro-navigation systems that rely on pre-operative imaging.
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